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1. Introduction

In our recently published article “Comparison of Energy
Consumption in Desalination by Capacitive Deionization and Reverse
Osmosis” [1], we proposed a simplified approach to model and com-
pare the energetic performance of capacitive deionization (CDI) and
reverse osmosis (RO). Based on specified operational conditions (i.e.,
feed salinity, water recovery, salt rejection, and average water flux), we
showed that RO is significantly more energy efficient than CDI, parti-
cularly when targeting higher salinity feed streams and higher salt re-
jection values. In this Response, we address concerns and criticisms
raised by Ramachandran et al. [2] regarding our proposed CDI model,
strengthening the rigor and reliability of our results. We first clarify and
discuss the underlying logic of using a Randles circuit to model CDI and
validate the ohmic resistance values chosen for the two resistor ele-
ments in the circuit. It is important to note that our model aims to
provide an effective tool to estimate the energetic performance of CDI
desalination rather than a mechanistic description of the CDI process.
Consequently, we do not seek to incorporate the electrochemical and
electrokinetic phenomena involved mechanistically. We then clarify the
energy efficiency and energy consumption trends obtained with our CDI
model, emphasizing the merit of the Randles circuit model and the
resistance values selected. We further reinforce the validity of our ap-
proach by comparing the energetic performance of CDI calculated using
our Randles circuit model to a mechanistically-derived dynamic ion
transport model. We conclude by using the dynamic ion transport
model to confirm the results from our article, which showed that im-
provements in electrode materials yield only a marginal increase in
energy efficiency.

2. Resistor elements in the Randles circuit

As Ramachandran et al. point out, the normalized resistance units
used in the paper (Ωm−2) result in incorrect scaling of resistance with

electrode area. Regrettably, in our original manuscript, we presented
normalized resistance values in units of Ω m−2 by mistake. However,
we have already issued a Corrigendum [3], correcting the normalized
resistance values and presenting them in the correct units of Ω m2.
Importantly, as we note in our Corrigendum, the normalization error
only occurred in the text of our manuscript and did not propagate
through any of the modeling calculations presented in our article.
Hence, our results and conclusions remain unaffected. We refer the
reader to our Corrigendum for further details regarding this unit error.
Table 1 shows the area-normalized internal resistance and electrode
resistance values with the correct units, as shown in Table 2 of our
Corrigendum [3].

To predict the energetic performance of CDI over a wide range of
operational conditions and to facilitate a comprehensive comparison
with RO, we developed a readily tractable model based on a simplified
Randles circuit rather than a mechanistically rigorous model (e.g.,
Helmholtz, Gouy-Chapman-Stern, and modified Donnan models). The
Randles circuit is widely used as an equivalent circuit to model various
complex electrochemical systems, including batteries, supercapacitors,
and fuel cells [4–20]. Briefly, a Randles circuit is composed of a resistor
(R2) connected in parallel to a capacitor (C). The capacitor-resistor
subunit is connected in series to another resistor element (R1). A dia-
gram of the circuit model is shown in Fig. 2 of our article [1].
Throughout the article, we use our Randles circuit model to capture the
essential features of the energetic performance of CDI.

Ramachandran et al. suggest that the resistor R2, which is connected
in parallel to the capacitor, represents an unphysical short-circuiting of
the capacitor. However, removing resistor R2 assumes that all of the
current driven by the power supply is used to charge the capacitor. This
assumption is equivalent to assuming a charge efficiency of 100%,
which, as previous literature has shown, is not reasonable in practical
CDI systems [21–25]. In our Randles circuit model, resistor R2 re-
presents the non-idealities of electrical double layer (EDL) charging.
The Randles circuit places resistor R2 in parallel to the capacitor, which
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effectively leads to the applied external current (I1 in Fig. 2 of our ar-
ticle) splitting between R2 (I2 in Fig. 2 of our article) and the capacitor
(I3 in Fig. 2 of our article). Therefore, in our model, R2 represents all
phenomena that do not constitute direct charging of the EDL in the
electrodes. Ramachandran et al. claim that this leakage resistance
should exclusively be attributed to Faradaic (parasitic) reactions.
Throughout our study we intentionally maintained the potential below
1.5 V (as in typical CDI operation) to limit the presence of parasitic
reactions (e.g., water splitting). Despite operation below the water
splitting voltage, no experimental studies have achieved charge effi-
ciencies of 100% [24,26–29]. Notably, charge efficiencies previously
reported by the senior authors of this Comment vary between ~45%
and 91% [23,30–33]. Losses in charge efficiency during low voltage
operation are often attributed to co-ion repulsion or back-diffusion of
counter-ions out of the electrode pores, ion swapping, and Faradaic
reactions [34–40], all of which can be phenomenologically represented
by R2 in our model.

The basic assumptions of using the Randles circuit to represent a
CDI stack comprising of multiple CDI cells are that (i) the CDI stack
behaves as an electrical circuit in which all CDI cells are connected in
parallel, (ii) each cell can be represented by a simplified Randles circuit,
and (iii) the multi-cell CDI stack can be approximated as a single
Randles circuit [41]. Recently, experimental current density and charge
efficiency data from a commercial 17-cell CDI stack (Voltea B.V., the
Netherlands) showed reliable fitting with the Randles circuit model
[41], which reinforces the validity of the mentioned assumptions.

In their Comment, Ramachandran et al. criticize our use of the
simplified Randles circuit model as a predictor of CDI energetic per-
formance, claiming that impractical values of the resistances R1 and R2
“degrade performance”. They further assert that an R2/R1 ratio on the
order of 103 to 104, rather than the ratio used in our study (~10), is
required to properly account for the amount of current that bypasses
the capacitor. Fig. 1 shows the calculated charge efficiency (given by
I I/3 1, where =I I dtt

1 0 1
charging and =I I dtt

3 0 3
charging ) as a function of the

resistance ratio R2/R1, ranging several orders of magnitude. The yellow
shaded band represents the charge efficiencies of current CDI systems,
which typically range from 65% to 96% [21,23–25,27–29,41]. From
Fig. 1, it is clear that the R2/R1 ratios suggested by Ramachandran et al.
are virtually equivalent to assuming that all applied current passes
through the capacitor. This scenario assumes overestimated and im-
practical charge efficiency values (I I/3 1) of nearly 100%.

Fig. 1 shows that the charge efficiency is most sensitive to R2/R1
ratio in the approximate region of one to ten (in which charge efficiency
increases rapidly from 37% to 88%). An increase in the resistance ratio
beyond a value of 100 yields a near 100% charge efficiency. The ratio of
R2/R1 used in our article leads to a charge efficiency of 74%, resulting
in a similar energy efficiency (3.1%) as calculated with fixed charge
efficiency of 80% (3.6%). Furthermore, Owoseni [41] utilized least
squares regression to fit values of C, R1, and R2 to data from CDI de-
salination experiments performed over a wide range of operational
parameters. It was found that R2/R1 ratios were consistently within the
same order of magnitude (~10), which is in direct agreement with our
modeling.

Throughout our article [1], we assumed constant values of R2 and
charge efficiency. For future modeling, we note that the R2 value can be
adjusted as a function of charging/discharging time, flow efficiency,

cell voltage, and actual current losses (such as losses in EDL and Far-
adaic reactions). This modification would make the model more ver-
satile and accurate in prediction of the charge efficiency. Nonetheless,
our approach to utilize fixed R2 and charge efficiency values is a
tractable and effective way to capture the key features of CDI energetic
performance.

The authors of the Comment also suggest that the values of R1
utilized are “high” and further hinder the energetic performance of CDI.
In our model, R1 represents the sum of the fixed internal resistance (s)
and the solution (ionic) resistance in the spacer channel which depends
on the feed salinity and salt rejection (salinity of the product water).
The internal resistance is composed of the ion-exchange membrane
resistance, contact resistance between electrode and current collector,
and ionic resistance in the electrodes (assumed to be constant). The
area-normalized internal resistance was fixed at a constant value of
200Ω cm2 throughout our modeling.

Similar in definition to our R1, Qu et al. [42] characterized the area-
normalized operational resistance (ANONR) as the sum of the contact,
ionic (in spacer and electrodes), membrane, and current collector re-
sistances. Therefore, it is sensible that our area-normalized R1 values
should be comparable to the ANONR values from experimental data.
Through electrochemical impedance spectroscopy, Qu et al. determined
an ANONR of 72.8 Ω cm2 for their custom-built single cell CDI stack.
However, this value is considerably lower than the ANONR values de-
termined from several other experimental studies which ranged from
160Ω cm2 to 2517 Ω cm2 [42–49]. It is important to note that in Qu
et al.'s review of cell resistances from previous work, only one other
value is reported to be below 200Ω cm2, with most resistances being
well over 1000 Ω cm2. With respect to these published resistance va-
lues, the R1 value utilized in our model is reasonably low and re-
presentative of a well-designed CDI cell.

3. Trends of thermodynamic energy efficiency and energy
consumption by the Randles circuit model

Ramachandran et al. claim that the trends shown in Fig. 8A of our
article [1] are “unphysical” because, in certain regions, the energy ef-
ficiency decreases with increasing water recovery. In Fig. 8A of our
article, a wide range of water recovery ratios and salt rejection values

Table 1
Specified parameters for the CDI circuit model based on common values in CDI
literature.

Parameter Value

Capacitance, C (F g−1) 60
Area-normalized internal resistance, s Ae (Ω m2) 0.02
Area-normalized electrode resistance, R2 Ae (Ω m2) 0.09

Fig. 1. Impact of resistance ratio (R2/R1) on the calculated charge efficiency
(I I/3 1). The area-normalized internal resistance (s Ae) is fixed at 0.02 Ωm2. I1 is
the average applied current, while I3 represents the average current through the
capacitor during the charging step. The blue circles represent the calculated
charge efficiency (I I/3 1), while the red circle shows the resistance ratio used in
our article (R2/R1= 4). The charging-step time is set at 300 s. The area-nor-
malized electrode resistance (R2 Ae) is varied to achieve resistance ratios (R2/
R1) from 0.01 to 1000. The yellow-shaded region represents the range of charge
efficiencies typically reported in the literature [21,23–25,27–29,41]. (For in-
terpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
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are achieved by varying the applied current, discharging-step time, and
charging and discharging flowrates. The feed salt concentration is fixed
at 2 g L−1, throughout. We use equal flowrate for charging and dis-
charging steps, which is the typical operational mode for CDI
[28,33,49–53]. The charging-step time is fixed at 300 s, while the dis-
charging-step time is varied to alter the water recovery. Subsequently,
the flowrate is varied to achieve the fixed average water flux of
10 Lm−2 h−1. Energy recovery is not included in Fig. 8A as it is con-
sidered later in Fig. 9 of our article.

Fig. 2A illustrates how the theoretical minimum specific energy
consumption (SEmin) (Eq. (14) in our article) increases with water re-
covery ratio (R) and salt rejection (Rj). We also show the trend of
specific energy consumption (SE) as a function of water recovery and
salt rejection in two cases—without external energy input during the
discharging step (Fig. 2B) and with external energy input during the
discharging step (Fig. 2C). When no external energy is applied during
the discharging step, increasing the water recovery ratio leads to a
decrease in SE (Fig. 2B). For a fixed salt rejection and average water
flux, increasing the water recovery necessitates reducing the dischar-
ging-step time; thus, the total cycle time is also decreased. To achieve
the same average water flux, less product water (volume) would have to
be generated during the charging step, and hence less total salt would
be removed. Therefore, lower applied current would be required, which
ultimately results in a lower SE. For example, to achieve a salt rejection
of 50% and 10 Lm−2 h−1 average water flux, increasing the water re-
covery from 30% to 70% leads to a 53% reduction in SE from 0.54 kWh
m−3 to 0.25 kWh m−3.

Overall, in the absence of external energy input for discharging, the
energy efficiency increases monotonically with increasing water re-
covery (Fig. A1 in the Appendix), resulting from a decrease in SE and an
increase in SEmin. However, particular regions of high water recovery
and salt rejection require especially short discharging-step times. In
these cases, an external reverse current must be applied to facilitate the
rapid rates of salt desorption needed for regeneration of the electrodes.
Without the application of a reverse current, the relatively slow deso-
rption of ions from the electrodes limits the water recovery and results
in salt accumulation in the electrodes, leading to progressive dete-
rioration in capacitance and performance with repeated charging-dis-
charging cycles. An external reverse current is commonly used in
practical CDI systems to ensure that complete electrode discharge is
achieved [38,49,54,55].

The application of external energy input for salt desorption leads to
a high energy consumption (Fig. 2C) and a low energy efficiency
(Fig. 8A of our article) at high water recovery values. For example, at

70% water recovery and 70% salt rejection, the reverse current input
during the discharging step increases the SE from 0.50 kWh m−3 to 1.4
kWh m−3, corresponding to a decrease in energy efficiency from 6.9%
to 2.6%. Fig. A2 (in the Appendix) shows the same trend for CDI energy
efficiency as a function of water recovery and salt rejection ratios for
lower area-normalized internal resistances (s Ae) of 0.01 Ωm2 and
0.005 Ωm2. In each case, decreasing salt rejection leads to an increase
in energy efficiency. This demonstrates that a lower R1 value will not
change the trend observed in our article, which is in contrast to the
claim by Ramachandran et al. In the Comment, Ramachandran et al.
assume 100% energy recovery and do not account for the external
energy input required to achieve high water recovery ratios.

4. Comparison of energetic performance calculated using the
Randles circuit with a dynamic ion transport model

We employed a mechanistic dynamic ion transport model to com-
pare the energetic performance of CDI with our Randles circuit model.
The dynamic ion transport model relies on modified Donnan (mD)
theory to describe the EDL structure within the porous carbon elec-
trodes, and it is a commonly utilized model to simulate CDI perfor-
mance [27,50,56–61]. The porous carbon material is assumed to consist
of macropores, which allow for ion transport throughout the electrode,
and micropores, where EDL is formed [57–59]. Charge neutrality is
assumed in the macropores, while the EDL structure in the micropores
predominantly contributes to the ion adsorption capacity. The key
governing equations of the model are described in the Appendix, and
further assumptions and details about the transport theory can be found
in previous literature [27,50,56,58,60,61]. The values of the para-
meters used in the model are summarized in Table A1 of the Appendix.

Fig. 3 shows the data presented in Figs. 6A and 7A in our article
with the corresponding results from the dynamic ion transport model
overlaid. The specific energy consumptions (SE) calculated using both
models for feed salinities of 1 g L−1 and 2 g L−1 are shown as a function
of salt rejection in Fig. 3A. In these calculations, the water recovery
ratio, average water flux, and charging-step time are fixed at 50%,
10 Lm−2 h−1, and 100 s, respectively. Fig. 3A reveals that the same
trend is observed with both models—a higher salt rejection requires a
higher current input, resulting in a greater SE. The SE calculated by the
dynamic ion transport model is slightly higher than that calculated by
the Randles circuit model. We also compare the SE calculated using our
Randles circuit model with corresponding values from a very recent
study by the senior authors of the Comment and other leading CDI
researchers [23]. Notably, our Randles circuit model is able to replicate

Fig. 2. (A) The theoretical minimum specific energy consumption (SEmin), (B) specific energy consumption (SE) without external energy for discharging step, and (C)
SE with external energy for discharging as a function of water recovery ratio (R) and salt rejection (Rj). The SEmin is defined as the specific energy consumption of a
thermodynamically reversible process operating with the same feed, brine, and product streams. Specific SEmin and SE values are indicated using an overlaid contour
map (white curves). The feed salt concentration and average water flux are fixed at 2 g L−1 and 10 Lm−2 h−1, respectively, throughout. The charging-step time is
fixed at 300 s, while discharging time varies from 6000 s (5% water recovery) to 15 s (95% water recovery). The charging and discharging steps have the same flow
rate. In (B), no external energy is applied during discharging step. In (C), an external reverse current is applied during the discharging step when required to release
salt ions prior to the next charging step. The required reverse current varies according to the water recovery ratio and salt rejection. The water recovery and salt
rejection values in the blank region at the top right cannot be achieved for the specified average water flux and charging-step time.
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the trends illustrated in Fig. 2B of their article [23], namely SE increases
linearly with increasing average water flux at a fixed salt rejection. In
fact, the SE values that our model predicts are lower than their calcu-
lations, which assume 100% energy recovery, particularly for high salt
rejection values. For example, for a feed salinity of 2.9 g L−1 (50mM)
and a salt rejection of 30%, the SE calculated using our Randles circuit
model is 1.3 kWh m−3, while the authors of the Comment show a
corresponding SE of 2.0 kWh m−3 in Fig. 2B of their article [23].
Consequently, we do not believe that our Randles circuit model un-
derestimates the energetic performance of CDI desalination as the
Comment suggests.

The trade-off between energy efficiency and average water flux is
also shown with the dynamic ion transport model for salt rejection
values of 25%, 50%, and 75% (Fig. 3B). The energy efficiency calcu-
lated from the dynamic ion transport model is comparable to the data in
Fig. 7A of our article. For each salt rejection, increasing the average
water flux leads to a rapid decrease in energy efficiency. Fig. A3 in the
Appendix, which shows energy efficiency as a function of water re-
covery and salt rejection, further highlights the agreement in trends
between the Randles circuit and dynamic ion transport models. Overall,
the consistency in trends among the two models indicates that the
simplified Randles circuit is capable of simulating key aspects of the
energetic performance of CDI. Additionally, the energy efficiency va-
lues calculated using our model and reported in our article are com-
parable to the energy efficiencies observed in previous experimental
studies, which are summarized in Tables S1 and S2 of a recently pub-
lished review [56].

In our article, we showed that further improvements in electrode
materials have a limited potential for enhancing the energy efficiency of
CDI (Fig. 9A in our article). In contrast, Ramachandran et al. assert in
their Comment that increasing capacitance can significantly improve
the energy efficiency. To confirm the validity of our findings, we
compared our Randles circuit model results with the dynamic ion
transport model. In Fig. 4, we show the energy efficiency calculated
with the dynamic ion transport model as a function of average water
flux for a wide range of electrode capacitance values. Clearly, the data
from the dynamic ion transport model reveals the same diminishing
effect on energy efficiency with increasing electrode capacitance. In
addition, the results presented in Fig. 4 reinforce the trends we ob-
served using the Randles circuit model, and furthermore reveal that
mechanistic modeling predicts even more severe limitations on CDI
energy efficiency than the Randles circuit model. For example, in-
creasing electrode capacitance from the typical value of activated
carbon electrodes (60 F g−1) to an ultra-high value of 1000 F g−1 at
5 Lm−2 h−1 leads to only ~25% improvement in the energy efficiency
(from 4% to 5%). This value is half the ~50% improvement predicted
by the Randles circuit model under the same conditions (which showed

an increase in energy efficiency from 5% to 10%).

5. Concluding remarks

We have demonstrated that the relatively simple Randles circuit
model is adequate for estimating the energetic performance of CDI. The
predictions and trends in energy consumption derived using our circuit
model are comparable to those obtained using the mechanistic and
more complex dynamic ion transport model. The strong agreement
between these CDI models in estimating energy consumption further
supports our analysis and main conclusions in the article. Specifically,
the two main conclusions are: (i) the energy efficiency of CDI is sig-
nificantly lower than that of RO for brackish water desalination and (ii)
improvements of electrode materials will have a limited impact on the
energy efficiency of CDI.

Our article has shown that for a limited range of conditions—very
low salt rejection (<~25%) and low average water flux
(<~10 Lm−2 h−1)—the energy efficiency of CDI is slightly greater
than RO. However, the energy consumption in this case is extremely
low (<~0.02 kWh m−3) and thus energy efficiency is not of practical

Fig. 3. Comparison of the specific energy consump-
tion and energy efficiency obtained from the Randles
circuit model and the mechanistic dynamic ion
transport model. (A) Specific energy consumption as
a function of salt rejection for feed salinities of
1 g L−1 and 2 g L−1. The solid curves are calculated
using the Randles circuit model, whereas the dashed
curves are calculated using the dynamic ion trans-
port model. The average water flux (normalized by
projected electrode area) is fixed at 10 Lm−2 h−1.
Both the charging- and discharging-step times are
fixed at 100 s. Water recovery is fixed at 50% for all
calculations. Different salt rejections are achieved by
varying the applied current. (B) Energy efficiency as
a function of average water flux for salt rejection
values of 25%, 50%, and 75%. Solid curves are cal-

culated using the Randles circuit model, while symbols (cubes) represent values calculated using dynamic ion transport model. The water recovery ratio and feed salt
concentration are fixed at 50% and 2 g L−1, respectively. The charging-step time, which is the same as discharging-step time for 50% water recovery, varied from
400 s to 100 s. For both (A) and (B), the values of parameters used in the dynamic ion transport model are presented in Table A1 of the Appendix.

Fig. 4. Energy efficiency of CDI calculated using the mechanistic dynamic ion
transport model with electrode capacitance of 60, 300, and 1000 F g−1. The
average water fluxes are 5, 10, 15, and 20 Lm−2 h−1. The feed salt con-
centration and salt rejection are fixed at 2 g L−1 and 25%, respectively. The
charging-step time, which is the same as discharging-step time for 50% water
recovery, varied from 400 s to 100 s. The error bars reflect the variation of
energy efficiency caused by the different charging-step times. For salt rejection
of 25%, the applied current is varied according to the charging-step time, re-
sulting in a range of energy efficiency values. The average water flux is defined
as the volume of product water during the charging step divided by the total
electrode surface area and the total charging and discharging times. The values
of parameters used in the dynamic ion transport model are presented in Table
A1 of the Appendix.
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significance. Furthermore, desalination applications requiring such low
salt rejection are rather limited, and in the few cases that such appli-
cations are needed, a more holistic approach should be implemented
when selecting a desalination process. Other important factors that
should be considered include capital and operating costs, operation at
high water recovery to minimize the volume of concentrate waste
streams, meeting multiple water quality objectives by simultaneous
removal of a wide range of contaminants (e.g., uncharged solutes and
natural organic matter), performance deterioration due to fouling and
inorganic scaling, and reliability and ease of operation. Our discussion

in the article suggests that RO outperforms CDI in several of these
factors, most notably capital cost and removal of uncharged con-
taminants.
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Appendix A. Dynamic ion transport model

This section details the key equations used in the dynamic ion transport model. Details about the theory and governing equations can be found in
previous literature [27,50,56,58,60,61].

The ion concentration inside the micropores is calculated as

=c c zexp( )i mi mA i d, (A1)

where ci,mi is the concentration of ion i in the micropores, cmA is the salt concentration in the macropores, zi is the ion charge (for monovalent salt, +1
for the cation and −1 for the anion), and ∆ϕd is the dimensionless Donnan potential difference between the micropores and the macropores (e.g. ∆ϕd

multiplied by the thermal voltage, VT, gives units of volts).
The charge density inside the micropores (σmi) is the difference between ccation,mi and canion,mi, and is related to the potential drop across the Stern

layer:

= =c c c2 sinh( )mi cation mi anion mi mA d, , (A2)

=F C Vmi st vol st T, (A3)

where F is the Faraday constant, ∆ϕst is the Stern layer potential, and Cst,vol is the volumetric Stern layer capacitance.
During the charging step, both the volumetric charge density and the ion concentrations in the electrode micro- and macropores change with

respect to time:

=
t

p I
L F

( )mi mi
elec (A4)

+ =
t

p p J
L

(2 c c )mA mA mi mi ions
ions

elec
, (A5)

where pmA is the macropore porosity, pmi is the micropore porosity, Lelec is the electrode thickness, I is the applied current, cmi,ions is the micropore ion
concentration, and Jions is the ion flux.

In the spacer channel, the variation of salt concentration (csp) with time is calculated by:

= +
c
t

J
L

c csp ions

sp

sp inflow sp,

(A6)

where csp is the salt concentration in the spacer, Lsp is the spacer thickness, csp,inflow is the influent concentration, and τ is the hydraulic retention time
in the spacer channel.

The current density depends on the electrical potential difference across the spacer channel and the spacer salt concentration:

=I c DF
L

4 sp
sp half

sp

,

(A7)

where D is the diffusion coefficient of ions in the bulk solution, ∆ϕsp,half is half of the spacer channel potential drop, and Lsp is the spacer thickness.
The potential drop in the electrode is related to the salt concentration in the macropores and the current density according to:

=V IR c/elec T elec mA (A7)

where Relec is the specific electrode resistance.
The current density in the ion exchange membranes (IEMs) is calculated by:

=I c D F
Lmem mem

mem

mem (A8)

where Dmem is the diffusion coefficient of the ions in the membrane, cmem is the average ion concentration in the membrane, and Lmem is the
membrane thickness. Approximately, cmem is calculated as the average of the ion concentrations at the two interfaces (i.e. membrane/spacer cmem/sp,
and membrane/electrode cmem/elec), which are given by the following equations:

=c c2 cosh( )mem elec mA m e/ / (A9)

=c c2 cosh( )mem sp sp m sp/ / (A10)

=
+

c
c c

¯
2mem

mem elec mem sp/ /
(A11)
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The Donnan potentials at the two interfaces are:

= X
c

arcsinhm m sp
sp

e /
(A12)

= X
c

arcsinhmem elec
mA

/ (A13)

where ω is the sign of the membrane charge (+1 for anion exchange membranes, and −1 for cation exchange membranes), and X is the intrinsic
membrane charge density.

The ion flux (Jions) can be expressed as

=J D
L

c X( )ions
mem

mem
mem mem (A14)

where ∆cmem is the difference between the ion concentrations at the two membrane interfaces.
Lastly, the cell voltage is calculated according to the sum of the potential drops (including the potential drop in external resistance Rext), while the

specific energy consumption is calculated based on the voltage and current as shown in our article.

Table A1
Parameters used in the dynamic ion transport model [1,27,50,56,58,60,61].

Symbols Description Value Dimension

α Charge dependence coefficient of Stern capacitance 20 F m3mol−2

pma Electrode macroporosity 0.40
pmi Electrode microporosity 0.28
Cst,vol,0 Volumetric Stern layer capacitance at zero charge 168 FmL−1

Lelec Electrode thickness 280 μm
Lm Ion exchange membrane thickness 150 μm
Lsp Spacer thickness 100 μm
D Diffusion coefficient in bulk solution 1.68× 10−5 cm2 s−1

Dmem Diffusion coefficient in the membrane 1.12× 10−5 cm2 s−1

Relectrode Specific electrode resistance 0.6 Ωmol m−1

Rext External resistance 40 Ω cm2

X Charge density of ion exchange membrane 5 mol L−1

Fig. A1. Color map of the energy efficiency (η) as a function of water recovery ratio (R) and salt rejection (Rj) for CDI without external energy input during
discharging step. Energy efficiency is defined as the thermodynamic minimum specific energy consumption divided by the specific energy consumption (SE). Specific
energy consumption (SE) values are indicated using an overlaid contour map (white curves). The feed salt concentration and average water flux are fixed at 2 g L−1

and 10 Lm−2 h−1, respectively, throughout. The charging-step time is fixed at 300 s, while discharging time varies from 6000 s (5% water recovery) to 15 s (95%
water recovery). The charging and discharging steps have the same flow rate. When required, an external reverse current is applied during the discharging step to
release salt ions prior to the next charging step. The required reverse current varies according to the water recovery ratio and salt rejection. The water recovery and
salt rejection values in the blank region at the top right cannot currently be achieved for the specified average water flux and charging-step time.
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Fig. A2. Color maps of the energy efficiency (η) as a function of water recovery ratio (R) and salt rejection (Rj) for CDI with area-normalized internal resistances, s Ae,
of (A) 0.01 Ωm2 and (B) 0.005Ωm2. Specific energy consumption (SE) values are indicated using an overlaid contour map (white curves). The feed salt concentration
and average water flux are fixed at 2 g L−1 and 10 Lm−2 h−1, respectively, throughout. The charging-step time is fixed at 300 s, while discharging time varies from
6000 s (5% water recovery) to 15 s (95% water recovery). The charging and discharging steps have the same flow rate. When required, an external reverse current is
applied during the discharging step to release salt ions prior to the next charging step. The required reverse current varies according to the water recovery ratio and
salt rejection. The water recovery and salt rejection values in the blank region at the top right cannot currently be achieved for the specified average water flux and
charging-step time.

Fig. A3. Comparison of the energy efficiency calculated using the Randles circuit model and the dynamic ion transport model for CDI without external energy input
during the discharging step. The color map is the same as in Fig. A1, while the colored circles represent the energy efficiency calculated using the dynamic ion
transport model. The operation conditions are the same as in Fig. A1. The values of parameters used in the dynamic ion transport model are presented in Table A1.
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